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While big data have proven immensely useful in fields such as marketing and earth sciences, public health is still relying on more
traditional surveillance systems and awaiting the fruits of a big data revolution. A new generation of big data surveillance systems is
needed to achieve rapid, flexible, and local tracking of infectious diseases, especially for emerging pathogens. In this opinion piece, we
reflect on the long and distinguished history of disease surveillance and discuss recent developments related to use of big data. We
start with a brief review of traditional systems relying on clinical and laboratory reports. We then examine how large-volume medical
claims data can, with great spatiotemporal resolution, help elucidate local disease patterns. Finally, we review efforts to develop sur-
veillance systems based on digital and social data streams, including the recent rise and fall of Google Flu Trends. We conclude by
advocating for increased use of hybrid systems combining information from traditional surveillance and big data sources, which
seems the most promising option moving forward. Throughout the article, we use influenza as an exemplar of an emerging and
reemerging infection which has traditionally been considered a model system for surveillance and modeling.
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A BRIEF HISTORY OF INFECTIOUS DISEASE
SURVEILLANCE

Systems capturing disease incidence and mortality have been in
place for centuries in high-income countries and have increased
in complexity and granularity over time (see Table 1 for a timeline
based on [1–12]). An ideal surveillance system is representative
of the population, flexible, economic, and resilient, with timely
reporting and validation of its outputs [13, 14]. Further, full situa-
tional awareness requires availability of multiple surveillance data
streams that capture mild and severe clinical outcomes (death
certificates, hospital admissions, and emergency department
and outpatient visits), as well as laboratory-based information
(confirmed cases, genetic sequences, and serologic findings).

The 19th century saw the rapid development of systematic
sentinel surveillance systems in large cities of Europe and
North America. Physicians systematically reported on weekly
incidences of diseases and deaths with increasingly richer strat-
ification by cause, age, and sex. Such data supported important
health policy decisions, such as the introduction the smallpox
vaccination programs and subsequent evaluation of interven-
tion [15]. Meanwhile, cause-of-death coding evolved around
1900 into what is now known as the International Classification
of Diseases (ICD; Table 1) [5, 13].

In the 20th century, rapid technological advances in microbi-
ology led to laboratory surveillance systems that still form the

core of disease surveillance today. Additionally, advances in

computing power and information technology allowed for the

development of electronic reporting of common illnesses by

physicians, providing a platform for public health authorities

to communicate back to clinicians and the public in a timely

fashion (eg, the French Sentinelles system [7]).
In the 21st century, laboratory-based surveillance benefits

from increased use of multiplex reverse transcription–polymerase

chain reaction and increasingly rapid pathogen identification.

Advanced detection tools can dramatically cut the time to accu-

rate diagnosis in low-resource and crisis settings and can be de-

ployed in the field, as illustrated by proof-of-concept studies

during the 2014 West African Ebola virus outbreak and, more

recently, the Zika virus epidemic [16–19]. Also, the availability

of accurate antibody-based diagnostic tests has made seroepide-

miologic studies feasible in near real time for emerging viral

threats such as pandemic influenza [20].
Along with the increasing sophistication of these classical

surveillance components, we have seen an accelerated develop-

ment of novel systems that rely on big data streams. These sys-

tems include electronic death certificates, patient-level hospital

discharge records, and medical claims data, in which use of ICD

coding allows comparison of syndromic disease patterns over

time and between locales. In parallel, novel surveillance ap-

proaches using big data streams from Internet search queries,

social media, and crowdsourcing have been proposed and are

in use. In the following sections, we discuss the upsides and
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downsides of these novel systems, highlight recent applications,
and suggest opportunities for cross-fertilization.

THE BIG DATA ERA

Electronic Health Records
The use of big data in the public health surveillance arena lags
decades behind that in other sectors, such as marketing, clima-
tology, and earth sciences. Although mortality- and national
hospital discharge records have been available in electronic for-
mat since the 1970s, lack of timeliness has typically been a bar-
rier as data release is delayed by years in most countries. There is
now a push from public health agencies to use electronic patient
records in a more timely fashion to track important events. For
example, the Food and Drug Administration launched the Sen-
tinel Initiative, which aims to use private sector electronic health
data to identify severe adverse drug events [21]. The aim of this
initiative is to augment traditional surveillance that relies on
passive case reporting by physicians. Another example is the
Centers for Disease and Control and Prevention’s (CDC’s) Bio-
sense platform, where a core aspect of the National Syndromic
Surveillance Project [22] is to collect electronic health records
for real-time awareness and tracking of pandemic influenza or
any other novel health threat. Further, in Germany, researchers
have demonstrated the utility of medical claims data to track

vaccine uptake [23]. There are clearly wonderful possibilities
for use of large volumes of deidentified electronic health med-
ical records to monitor infectious diseases outcomes (physi-
cians’ visits, hospitalizations, and deaths), as well as the
uptake patterns of vaccines, drugs, and their associated adverse
events. However, in reality these developments have been slow
due in part to bioethical concerns regarding protection of pa-
tient privacy. Indeed, even with deidentified and aggregated
health data, privacy remains a concern with highly granular
data sets. Other obstacles include the prohibitive cost of pur-
chasing such data from private sector vendors and delays in
the development of analytics platforms. Also, academic studies
demonstrating the performances of electronic health data
against ground-truth traditional surveillance systems remain
relatively scarce [8]. There is continued need for proper valida-
tion of electronic health–based surveillance systems going for-
ward, to ensure that the output of new data systems are useful
and practically accurate.

The Age of the Internet and Social Media
Internet communications have opened up novel types of big
data that can be harnessed for disease surveillance, including so-
cial media and search query data [24]. Such data are not directly
related to medical encounters or disease outcomes and can also
potentially capture health information even on those individu-
als who did not seek formal medical care. An example is the
seminal work by Google to track influenza epidemics by
using Internet search query data [10, 25, 26], as well as recent
analyses of Wikipedia and Twitter feeds for near-timely studies
of the 2009 influenza pandemic and other outbreaks [12, 27–
30]. These initiatives offer exciting opportunities but have
been shown to have important drawbacks, as we will discuss
in more detail later.

Recent years have also seen the rise of participatory Internet-
based surveillance systems, in which individuals report on their
disease symptoms on a voluntary basis by email, text messaging,
Tweets, or web interface. These systems harness the huge capac-
ity of crowdsourcing, as many individuals actively contribute to
these networks. The best established examples are for influenza
[31–33], but application of similar methods would be possible
for other diseases. The upsides are numerous, including volume,
speed, intended utility for research, relatively minimal cost, and
availability of validation against traditional surveillance systems
for the longest running of these participatory systems [32]. But
challenges remain, however, particularly due to differing report-
ing and health-seeking behaviors across time, countries, and age
groups, although these issues are pervasive to most big data
systems.

In parallel, online computational systems, such as Health-
map, hosted at Harvard University, or the Global Public Health
Intelligence Network in Canada [34, 35], allow intelligent syn-
thesis of multiple sources of disease outbreak information.

Table 1. A Brief History of Disease Surveillance and Beginnings of Big
Data

Year Disease(s)
Key Thinker/

Surveillance System Institution(s)

1662 Plague John Graunt Bills of Mortality,
UK [1]

1817 Smallpox J. C. Moore [2]

1847 Influenza William Farr General Registrar
Office, UK [3]

1854 Cholera John Snow General Registrar
Office, UK [4]

∼1900 All International
Classification of
Diseases

WHO [5]

1918 Influenza 121 Cities Mortality
Reporting System

CDC [6]

1976 Influenza Weekly viral
surveillance

CDC [6]

1984 Influenza, viral
hepatitis, acute
urethritis,
measles, mumps

First computerized
disease
surveillance
network

French Sentinelles
Network [7]

∼2000 All Medical claims forms
are first used

Private companies
and government
[8, 9]

2008 Influenza Google Flu Trends
launched

Google [10, 11]

2015 Influenza Birth of hybrid
systems

Public/private
partnership [12]

Select key events are listed. Historical beginnings coincide with the origins of the field of
epidemiology.

Abbreviations: CDC, Centers for Disease Control and Prevention; UK, United Kingdom;
WHO, World Health Organization.
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These reactive high-volume surveillance systems scan a variety
of structured and unstructured online reports to identify and
track novel outbreaks and other health issues, such as drug re-
sistance (see the article by Mc Fadden et al in this issue). Look-
ing ahead, we can hope for entirely novel and more specific data
streams; for example, technology is close to enabling an individ-
ual to self-diagnose, using immunoassays embedded on a
smartphone [36]. Taken together, these innovative big data ef-
forts offer the tantalizing opportunity to greatly increase the
amount of information available in surveillance systems, echo-
ing the satellite data revolution that boosted earth sciences de-
cades ago. This would help shift disease surveillance beyond
large administrative units and to the local level, which is often
an important knowledge gap in traditional surveillance systems
that still operate at the state, regional, or national level.

INFLUENZA SURVEILLANCE AS A CASE STUDY

Influenza is a particularly rich disease system for illustrate the
state of the art of outbreak surveillance and make recommenda-
tions for the future. In the United States and the United
Kingdom, for example, influenza surveillance relies on multi-
component systems involving a variety of laboratory and clini-
cal elements, many of which have been in place for decades.
Each component adds a piece of information regarding geo-
graphic spread, genetic and antigenic make-up of circulating vi-
ruses, and health impact, both in terms of milder outcomes
(outpatient visits) and severe outcomes (hospitalizations and
deaths). This information is systematically updated and dissem-
inated in weekly reports and seasonal summaries that are pub-
licly available online [6, 37]. In the United States, an effort has
been made in the past 5 years to make surveillance data publicly
available through relatively user-friendly Internet tools [6].
However, the finest spatial resolution continues to be the state
or region for most components, and age breakdown is available
for a subset of outcomes only. Further, timing is not ideal, as
there is currently a 2-week delay in reporting of mortality and
laboratory confirmed cases.

When considering augmenting or replacing these traditional
surveillance components with big data elements, it is critical to
validate the performance of the new systems. As a case in point,
the CDC recently launched an initiative to monitor influenza-
related deaths based on a real-time electronic sample of US
death certificates—a new system that has just replaced the
age-old 122 Cities Mortality Reporting System of manually
evaluated death certificates [6].

In other countries, rapid availability of large patient-level ad-
ministrative databases and detailed mortality statistics is already
in place, which proved instrumental to elucidate the transmis-
sion dynamics, age patterns, and health burden of the 2009 in-
fluenza A(H1N1) pandemic in near real time [38, 39]. In
Mexico, for example, timely hospital data helped identify an un-
usual excess of severe pneumonia among younger adults and a

sharp drop among elderly in the first few weeks of the 2009
A(H1N1) pandemic [38]. In parallel, New Zealand used popu-
lation-based national health data to quantify the pandemic
case-fatality rate in summer 2009, a heavily debated severity in-
dicator at the time [39]. In another study, highly timely elec-
tronic hospital and mortality records were used to document
the occurrence and severity of a fourth A(H1N1) pandemic
wave in Mexico as it was unfolding during February 2014
[40]. Such timely studies were particularly useful to gauge the
severity of a novel influenza virus early on and helped inform
national and global intervention strategies. Looking ahead,
one can envision a global surveillance system for pandemic in-
fluenza that consists of a set of sentinel countries in various
world regions and climatic zones, with the ability to analyze
hospital and mortality records in near real-time.

THE RISE AND FALL OF GOOGLE FLU TRENDS (GFT)
AND OTHER SOCIAL MEDIA

In 2008–2009, innovative studies proposed the use of Google
Internet search queries to track influenza-like illnesses (ILIs)
in the United States [10, 11]. The algorithm developed for
GFT was very attractive because it promised a more timely sys-
tem than classical influenza surveillance (lagging by approxi-
mately 1 week only), with reporting at the local level (cities)
[10]. Further, once validated, Google was working to develop
similar influenza surveillance components in other countries.

There were, however, some difficulties with this new ap-
proach [10, 11]. In their raw form, disease-related search queries
may capture a variety of signals unrelated to the occurrence of
real infectious disease outbreaks. Without filters, the data can be
misleading; for example, our search for the word “cholera” in
the general Google tool revealed a cholera “epidemic” in the
United States in 2007, as a result of Oprah Winfrey picking
Love in the Time of Cholera as book of the month in her
book club [41]. Likewise, other viral or bacterial respiratory ep-
idemics may lead to a false spike in “flu” queries, as one can
search about influenza vaccination in the autumn without
being ill. Furthermore, intense media coverage of pandemic
threats in faraway locales, such as sporadic human A(H5N1) in-
fluenza cases in Asia, can fuel digital outbreaks in other world
regions. Therefore, to tease out the true influenza signal from
background noise and spurious reporting spikes, Google devel-
oped algorithms to process queries that were true to influenza
and calibrated those against traditional CDC surveillance ILI
data. The original GFT algorithm included 45 search terms bio-
logically plausible with regard to their link with influenza, se-
lected from a list of top 100 search queries that were most
correlated with ILI [10].

However, GFT suffered a devastating blow by largely missing
the first wave of the influenza A(H1N1) pandemic outbreak, as
illustrated by New York City, in May–June 2009 [26, 42, 43].
This was likely due to severe overfitting of the GFT algorithm
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[25, 26]. Despite initial validation against seasonal influenza
data, the GFT algorithm was not suitable for tracking of a pan-
demic outbreak, which, in 2009, was characterized by unusual
timing (summer and early fall activity [25]), a profound change
in age patterns (elderly sparing [44]), and profound geograph-
ical heterogeneity (the first wave was limited to a few Northern
US cities [8]). Taken together, these signature epidemiologic
features were dramatically different in the pandemic period
and prepandemic GFT training set [26]. While this was not
much discussed at the time, the GFT algorithm was quickly re-
vised to better capture the first pandemic wave in retrospective
analysis [42].

A few years later, GFT malfunctioned again, this time by
greatly overestimating the severity of the 2012–2013 winter in-
fluenza epidemic [26]. As Google did not wish to pursue subse-
quent updates of the algorithm, they instead elected to release
search query data to repositories maintained by the CDC and
other institutions. In the meantime, other high- and middle-in-
come countries had followed suit, validated GFT against tradi-
tional country-specific surveillance data, expanded the
approach to monitor and model trends in respiratory and enter-
ic pathogens, and reported various levels of success [45, 46].

These recent malfunctions of GFT have put a damper on the
initial hopes for surveillance based on search engine data. This
is unfortunate, as approaches harnessing Internet search queries
could have captured disease patterns in countries where tradi-
tional surveillance data are scarce.

MEDICAL CLAIMS DATA AS THE MISSING LINK

Meanwhile, while much attention has been devoted to Internet
and social media data, other sources of big data representing ac-
tual medically attended health events and outcomes have re-
mained underused [9]. In the United States and many other
developed countries, every outpatient visit results in an electronic
claim form submitted for insurance purposes (form CMS-1500
in the United States). This form has information about the loca-
tion, date of visit, and ICD-coded diagnoses and is therefore par-
ticularly useful to track disease outbreaks; further, in large
populations, the sheer volume of this system provides unprece-
dented spatial and temporal resolution. Such syndromic data
are deidentified and maintained in large databases in the private
sector, where they form the backbone of tracking events such as
cough and cold, influenza, vaccines, and drug uptake. However,
such electronic databases must be validated if they are to be rou-
tinely used for influenza surveillance and other public health
purposes.

To address this gap, we recently partnered with a major pri-
vate sector company in this business (SDI; now IMS Health),
who graciously made their surveillance data available for re-
search. We accessed their CMS-1500 form records for multiple
years and set out to develop a sensitive and specific definition of
electronically sourced ILI data, by studying how physicians

coded outpatient respiratory illnesses during intense influenza
periods. The resulting time series were validated against the
CDC’s ILI and viral surveillance data from past seasons; we re-
ported an excellent alignment with the timing and amplitude of
proven influenza activity, including accurate capture of the first
2009 pandemic wave on a local level [8]. Transmission models
incorporating demographic, geographic, and environmental co-
variates were fit to city-level onset times for the fall 2009 pan-
demic wave and revealed a highly structured mode of disease
spread in the United States [47]. In contrast to predictions
from earlier hierarchical models used for pandemic prepared-
ness [48, 49], the bulk of the pandemic spread was highly local-
ized and radially diffusive, with a small number of long-range
jumps [47]. The intricate spatial structure of influenza dissem-
ination would not have been apparent in coarsely grained data,
such as data from traditional surveillance available at the state or
regional level. This, we believe, was the first study of influenza
dissemination, using quantitative data at the local level [47].

In this work we could not test the timeliness of medical
claims data, as we had no access to real-time data streams to as-
sess reporting delays (physicians may submit claims forms in
bulk). But we infer that there is great promise for big data in
the form of CMS-1500 ICD-coded medical claims data to be
used as a component in the US influenza surveillance system
[12]. Health encounters are so common that CMS-1500–
based systems could yield timely and local information on influ-
enza activity, with the possibility of further breakdown by age
and comorbidities, for example.

Overall, the existing body of influenza work suggests that
medical claims data can and should be harvested to generate
timely local data for a variety of acute infections. In addition
to tracking epidemic activity, timing, and magnitude, such sys-
tems are highly flexible and robust and could also be leveraged
to assess vaccine and drug-uptake patterns, such as the use of
antivirals and antibiotics. A caveat is that this type of system
can only track what is delivered in the health sector and not out-
side (eg, in drug stores).

WHERE TO NEXT: MOVING INFECTIONS DISEASE
SURVEILLANCE SYSTEMS INTOTHE 21STCENTURY

We have seen that traditional influenza surveillance systems can
be revisited and improved to deliver real-time information as it
was demonstrated by the use of timely US death certificates [6],
or online hospital discharge data in New Zealand and Mexico
[40, 50]. While these data systems have progressed from the re-
cent era of fax machines and hand-coding, they have not quite
moved into the 21st century.

In the future, the many types of data sources described above
will continue to be developed and used: traditional approaches
(laboratory-based and sentinel surveillance, as well as death cer-
tificates), electronic health data (medical insurance claims from
outpatient visits), and online nontraditional sources (social
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media, search queries, and massive participatory surveys). The
relative merits of different types of source can be thought of in
terms of (1) the specificity of the disease signal and (2) the vol-
ume and granularity of coverage achieved. A diagram of the rel-
ative placing of these for some of the discussed sources is given
in Figure 1.

Going forward, to avoid unfortunate events as recently hap-
pened with GFT, we believe it is of the essence to insist on rigor-
ous statistical validation of surveillance algorithms, including
model fitting, leave-x-out and complete external validation,
and open source access to data and code. There should also be
continued demonstration that the surveillance output is useful,
practically accurate, and captures profound shifts in age and spa-
tiotemporal dynamics associated with pandemic emergence or
other perturbations (eg, onset of vaccination programs).

Perhaps the most exciting direction is the development of hy-
brid systems, which combine data from multiple types of sourc-
es, such as laboratory components with search query, Twitter,
participatory surveillance, and/or medical claims data [12, 51].
For example, the CDC has, in January 2016, launched a new
website (available at: http://www.cdc.gov/flu/news/flu-forecast-
website-launched.htm) to improve timeliness and near-future
prediction for influenza; here, external academic teams use var-
ious digital data sources to forecast ILI activity 1 month into the
future. Similarly, the FluOutlook platform (available at: http://
fluoutlook.org/) has been used in real time during the 2014–
2015 season to synthesize information from social media and
surveillance and provide situational awareness. Hybrid tools
have perhaps the most potential because they gain all the advan-
tages of the different data sources, combining the timeliness,
scale, and fine granularity of digital and social media data

with a direct link to disease that is the hallmark of traditional
surveillance systems, ensuring better specificity. Even though
GFT suffered a severe blow in recent years, we believe that hy-
brid systems integrating search queries could be hugely valuable
in a number of settings. With astute synthesis of information
from multiple sources, one could also aim to track rare out-
comes such as drug- and vaccine-related severe adverse events
and severe Zika events, such as Guillain-Barré syndromes or
births of infants with microcephaly.

This vision for 21st century surveillance will likely work well
for data-rich countries; however, most low-income countries
have little to no traditional surveillance against which to test
novel systems involving digital data. In this case, validation per-
formed in higher-income countries may lead to stand-alone
algorithms, which could be extended to data-poor regions.
Participatory voluntary surveillance involving big and deep
data are particularly interesting systems in this respect: these
can easily be extended to incorporate a broader set of diseases,
particularly those most relevant to a developing country setting.
From a global perspective, some level of harmonization of dis-
ease surveillance systems would be most valuable to fully cap-
ture global and regional disease trends and to elucidate the
determinants of disease spread for a range of pathogens that
do not respect political boundaries. From a bioethics perspec-
tive, privacy concerns must be carefully weighed against the
considerable promise of improved surveillance with respect to
timing, accuracy, and flexibility, particularly for emerging
threats.

We envision that infectious disease surveillance will soon
reap the benefits of the big data era. With more-granular ep-
idemiological data available to academics, research in improved

Figure 1. Overview of the characteristics of infectious disease surveillance systems. Hybrid systems combining traditional surveillance with big data streams fall in the
desirable zone associated with high information return and high data volume.
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analytical methods will naturally follow, leading to break-
through studies of transmission dynamics and disease burden,
and more-timely and -accurate assessments of the impact of
vaccines and other public health interventions.
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